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Problem

Primetime television screenplay summarization on the 

SummScreen Forever Dreaming dataset

- dialogues extremely long in size

- complex plots with important developments spread across the single 

utterances and utterance combinations

- scene descriptions in between utterance blocks



Data: SummScreen Forever Dreaming (FD) 

- TV series episode transcripts with 

corresponding hand-written summaries as 

gold labels

- Instance count:
- train 4008 

- validation 337

- test 459

- Transcript length: - Summary length:
- min 1934 - min   8

- max 21425 - max  822

- avg 7587 - avg   111

Example of a screenplay snippet from SummScreen-

FD with environment or character descriptions (in 

brackets)



Previous Approaches

- Coreference-Aware Dialogue Summarization

- Multi-View Sequence-to-Sequence Models with Conversational Structure

- Controllable Abstractive Dialogue Summarization with Sketch Supervision

(CODS)

- BART/HMNet/Longformer approaches

- SummN: A Multi-Stage Summarization Framework for Long Input Dialogues

https://arxiv.org/abs/2106.08556
https://arxiv.org/abs/2010.01672
https://arxiv.org/abs/2105.14064
https://aclanthology.org/2021.findings-emnlp.377/
https://aclanthology.org/2022.acl-long.112/


Approach Used in this Submission

- Coreference-Aware Dialogue Summarization

- Multi-View Sequence-to-Sequence Models with Conversational Structure

- Controllable Abstractive Dialogue Summarization with Sketch Supervision

(CODS)

- End-to-end BART/HMNet/Longformer approaches

- SummN: A Multi-Stage Summarization Framework for Long Input Dialogues

https://arxiv.org/abs/2106.08556
https://arxiv.org/abs/2010.01672
https://arxiv.org/abs/2105.14064
https://aclanthology.org/2021.findings-emnlp.377/
https://aclanthology.org/2022.acl-long.112/


Approach Used in this Submission

- Controllable Abstractive Dialogue Summarization with Sketch Supervision

(CODS)

- With some modifications:
- without text segmentation (expected performance gain negligible)

- with modified utterance intent model (see next slides)

https://arxiv.org/abs/2105.14064


Architecture
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Preprocessing

- clean up
- annotate utterances’ meaningful 

overlap with the gold labels
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- syntax-driven sentence compression
- Berkeley Neural Parser 
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Preprocessing

- link between keywords and utterances
- Five Ws (“why”, “what”, “where”, “when”, 

“confirm”) + „abstain“ + “scene”

Key Phrase 
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Intent Detection
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Example of a summary + sketch

Target
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Target

- NVIDIA A40-48C GPU 

with 48 GB RAM

- train batch size = 2, 
gradient checkpointing

- learning rate = 5e-5, 
Adam optimizer

- early stopping, best 
after 19 epochs

Validation performance: 
- ROUGE-1: 34.45
- ROUGE-L: 28.05
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Results



Discussion

- Factual consistency is an issue



Discussion

- Parameter tuning in the sketch creation process might 

help improve the results
- max. number of turns to use for sketch creation (here: 20)

- keyword quality and relevance

- underlying utterance classes:

- finegrain the rules to minimize number of “abstain”s

- try out a different model than Five Ws



Thank you!

N. Kees, T. Nguyen, T. Eder, G. Groh @ inovex GmbH, Technical University of Munich


