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Generative AI Adoption in Enterprises Surges
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Source 

https://pivot-to-ai.com/2024/07/18/proton-mail-goes-ai-security-focused-userbase-goes-what-on-earth/
https://futurism.com/the-byte/study-consumers-turned-off-products-ai
https://telecomreseller.com/2025/03/13/sp-global-2/
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Objectives of this talk

Introduction to the topic
AI & Security

Different aspects and 
their connection

Bigger picture, personal 
opinions, lots of pointers

5



6

THE GOOD THE BAD THE UGLY
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THE GOOD
Using AI to increase software security





+ AI

+ AI

+ AI

+ AI
+ AI

+ AI
+ AI

+ AI

+ AI



+ AI

+ AI

+ AI

+ AI
+ AI

+ AI

+ AI

+ AI

+ AI

+ AI

+ AI
+ AI+ AI+ AI

+ 
A

I

+ AI + AI



Challenges in modern software security

Software eats 
the world

Regulatory 
requirements

Shortage of 
security personnel

Increasing feature velocity 
& development pace 

More findings 
to assess

Increased number 
of AI-based code
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Writing secure code?

“Participants who had access to the AI assistant were more likely to introduce 
security vulnerabilities for the majority of programming tasks, yet were also more 
likely to rate their insecure answers as secure compared to those in our control 
group.”

12/2023, Source

https://arxiv.org/pdf/2211.03622


From IDE support to Vibe Coding…

13 Source

https://www.techrepublic.com/article/ai-generated-code-outages/
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How good is AI when…

● Writing code
● Explaining code
● Summarizing code
● Reviewing code
● Migrating code
● Understanding requirements
● Writing requirements
● Generating test cases / test data
● Performing threat modeling

More AI in the development lifecycle…



Talk at German 
OWASP Day

https://media.ccc.de/v/god2024-56285-genai-im-threat-modeling
https://media.ccc.de/v/god2024-56285-genai-im-threat-modeling
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Finding, assessing and fixing vulnerabilities

● Tons of commercial offerings
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Finding, assessing and fixing vulnerabilities

Source

https://www.thestack.technology/anthropics-ciso-drinks-the-ai-kool-aid-sees-it-spill-on-his-face/


Limitations of GenAI for vulnerability scanning

● hard to understand, missing reproducibility
● hallucinations
● quite expensive and slow
● limited context size

so “classical AI” (Deep Learning) to the rescue?
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Source 

https://ieeexplore.ieee.org/abstract/document/7467366
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And: finding vulnerabilities easy does not mean finding them right

Source

https://daniel.haxx.se/blog/2024/01/02/the-i-in-llm-stands-for-intelligence/


The Future of Fuzzing?

Project Bigsleep of Google’s Project Zero

● large language model assisted security vulnerability research framework
● found: exploitable stack buffer underflow in SQLite
● zero-day was disclosed responsible and fixed the same day
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Source 

https://www.forbes.com/sites/daveywinder/2024/11/05/google-claims-world-first-as-ai-finds-0-day-security-vulnerability/


“Hey LLM, fuzz this project for me”
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Blogpost 

https://security.googleblog.com/2023/08/ai-powered-fuzzing-breaking-bug-hunting.html


+ Explain and summarize
+ code

+ findings

+ threats

+ Ask and answer
+ Q&A

+ perform semi-structured 

interviews

+ Questionnaires

- Time-criticial, automated 
decisions

- Anomaly detection
- Large-scale or frequent analysis
- Scan code, find weaknesses
- Code securely?

What GenAI can do for security and what not (yet?)
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THE BAD
Using AI to attack software
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Source, Original-Paper

https://www.theregister.com/2024/04/17/gpt4_can_exploit_real_vulnerabilities/
https://arxiv.org/pdf/2404.08144.pdf


GPT-4 exploits vulnerabilities by reading advisories

"When given the CVE description, GPT-4 is capable of exploiting 87 percent of 
these vulnerabilities compared to 0 percent for every other model we test 
(GPT-3.5, open-source LLMs) and open-source vulnerability scanners (ZAP 
and Metasploit)."

Source

https://arxiv.org/pdf/2404.08144.pdf
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Source 

In our experiments, we find that LLM 
agents can exploit up to 13% 
vulnerabilities under the zero-day setting 
and 25% under the one-day setting.

https://arxiv.org/html/2503.17332v1


A new threat landscape

● low-hanging fruits hang lower for the AI
● automated attacks become way more 

sophisticated
● bots are not necessarily stupid single 

HTTP requests
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● Captchas

● Security Questions

● Code Obfuscation

● Signature-Based AV

Source

Weak established mitigation 
measures become weaker

https://arstechnica.com/information-technology/2023/10/sob-story-about-dead-grandma-tricks-microsoft-ai-into-solving-captcha/


The user’s security is also challenged

● Phishing
○ Automated long-term phishing 
○ Large-scale spear phishing

● Deepfakes
● Other Social Engineering
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Source

https://zellyn.com/2025/03/ai_security_nightmare/


AI for attackers means new challenges 
for the defenders

● new threats for users and systems
● additional effort needed in tackling 

automated attacks
● new countermeasures, new awareness 

required
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THE UGLY
Vulnerabilities in AI systems
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AI is software. Software has vulnerabilities

Source

● Bad authentication in Devin

 

 

https://www.youtube.com/watch?v=927W6zzvV-c
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AI is software. Software has vulnerabilities

● Missing authentication for Fibii KI

 

Source, (Background)

https://x.com/rex2go/status/1867574271620350000
https://www.ingame.de/news/streaming/kritik-an-fibii-ai-streamerin-stoppt-proejkt-nach-kontroverse-doch-der-bot-kehrt-zurueck-93471568.html
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AI is software. Software has vulnerabilities

● Client-side authorization in Grok

 

Source 

https://cybersecuritynews.com/unauthorized-access-to-grok-3-ai/


GenAI security

● huge success of LLMs and other GenAI
● entire new ecosystems form
● new vulnerabilities arise

○ Prompt Injection
○ Data Poisoning

● Non-deterministic behaviour complicate countermeasures
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Source 

https://simonwillison.net/2022/Sep/17/prompt-injection-more-ai/


“Ignore all previous instructions…”

Prompt Injection

● user prompt is crafted to cause 
unintended behaviour 

● often bypassing pre-prompted 
guardrails or alignment

● resulting damage depend on LLMs 
possibilities

● Recent examples: Findings in Grok 
(12/2024) 
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Source 

More: Next talk!

https://embracethered.com/blog/posts/2024/security-probllms-in-xai-grok/
https://hackaday.com/2025/01/26/prompt-injection-tricks-ai-into-downloading-and-executing-malware/


Chatbots

RAG

Agents

Multi Agent 
Systems

The evolution of LLM threats

● Model poisoning
● Misaligned answers
● System prompt leakage

● Data poisoning
● Embedding attacks
● Broken access control

● Tool misuse
● Intent breaking
● Memory poisoning

● Agent Communication 
Poisoning

● Rogue Agents
● Overwhelming HITL

More: Next talk!



Jailbreaking a LLM to cause trouble in reallife 
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Source 

https://www.tomshardware.com/tech-industry/artificial-intelligence/researchers-jailbreak-ai-robots-to-run-over-pedestrians-place-bombs-for-maximum-damage-and-covertly-spy


Security of “classical AI” stays relevant

Source 

https://owaspai.org/


Security of “classical AI” 
stays relevant
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Source

https://www.scworld.com/news/ai-trickery-security-cam-hack-turns-crooks-into-dogs


Data Poisoning

● training data is manipulated to 
produce biased or inaccurate 
outputs

● also possible: manipulation of 
fine-tuning or embedding data

Data Collection

● 80% of webpage visits are by 
bots - OpenAI’s web crawler 
alone account for ~13% of web’s 
traffic (Source)

● GenAI-generated content is 
recrawled again

Garbage In, Garbage Out

Data Poisoning as a service

● identified crawler are redirected to irrelevant content
● e.g. Cloudflare AI Labyrinth

https://www.designrush.com/news/80-percent-of-web-traffic-is-bots-the-hidden-cost-of-ai-scraping
https://blog.cloudflare.com/ai-labyrinth/


Source 

Garbage In, Garbage Out

https://futurism.com/training-data-ai-misinformation-compromised


Source 

Model Supply Chain Attacks

https://www.darkreading.com/application-security/hugging-face-ai-platform-100-malicious-code-execution-models


Secure AI applications require secure 
operations

● LLMaaS: strong dependence on external 

modell
○ versioning / breaking changes
○ availability

● own model: dependence on hardware
● fallback needed

○ secure fallbacks?
● need for secure integration and operations

44
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AI beyond Security
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PrivacyLegal

Ethics

Security

UK AI Safety institute drops ethical or bias 
risks, focuses on opportunities for AI

Source 

https://www.gov.uk/government/news/tackling-ai-security-risks-to-unleash-growth-and-deliver-plan-for-change


Software Security Jobs in the AI age
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Source 

https://timesofindia.indiatimes.com/technology/tech-news/bill-gates-predicts-ai-will-kill-all-job-except-for-these-three/articleshow/119584852.cms
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THE GOOD

Security 
with AI

THE BAD

Security 
against AI

THE UGLY

Security 
for AI



The future of AI and software security

● The importance of software security 
continues to grow

○ AI will accelerate future digitalization

● Human activities remain relevant
○ Use AI
○ Verify AI
○ Supplement AI
○ Shut down AI ;)

● Securing AI remains challenging
○ New integrations, new possibilities, 

new attack vectors

49



50

Source 

https://blog.edned.net/will-ai-replace-cyber-security/


AI can be used to enhance 
and to impair software 
security

Software containing AI
requires special 
attention to secure it 

Proven methods and 
known skills remain relevant
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Thank you!

/clemens-huebner
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