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Success story GenAI

is the global market size valuated at 
for large language model technology

The number of global AI users 
is expected to reach

of organizations are actively implementing or planning 
to explore the use of large language models (LLMs)

378 million

8.07b $

90%

(2025)
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THE GOOD
Using AI to increase software security?
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Writing secure code?

“Participants who had access to the AI assistant were more likely to introduce 
security vulnerabilities for the majority of programming tasks, yet were also more 
likely to rate their insecure answers as secure compared to those in our control 
group.”

12/2023, Source

https://arxiv.org/pdf/2211.03622


Coding Assistants Today

Evaluation of LLMs by Veracode (Source)

● 45% of code samples failed security tests and introduced OWASP Top 10 
security vulnerabilities into the code

● Weaknesses introduced were standard, common weaknesses like XSS
● Newer models are not better than older; no increase in security visible
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https://www.veracode.com/blog/genai-code-security-report/


From IDE support to Vibe Coding…

12 Source

https://www.techrepublic.com/article/ai-generated-code-outages/


From autocompletion to autonomous coding agents



+ Explain and summarize
+ code
+ findings
+ threats

+ Ask and answer
+ Q&A
+ perform semi-structured 

interviews
+ Questionnaires

- Time-criticial, automated 
decisions

- Anomaly detection
- Large-scale or frequent analysis
- Scan code, find weaknesses?
- Code securely?

What GenAI can do well and what not (yet?)
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THE BAD
Using AI to attack software
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Source, Original-Paper

https://www.theregister.com/2024/04/17/gpt4_can_exploit_real_vulnerabilities/
https://arxiv.org/pdf/2404.08144.pdf


GPT-4 exploits vulnerabilities by reading advisories

"When given the CVE description, GPT-4 is capable of exploiting 87 percent of 
these vulnerabilities compared to 0 percent for every other model we test 
(GPT-3.5, open-source LLMs) and open-source vulnerability scanners (ZAP 
and Metasploit)."

Source

https://arxiv.org/pdf/2404.08144.pdf


A new threat landscape

● low-hanging fruits hang lower for the AI
● automated attacks become way more 

sophisticated
● bots are not necessarily stupid single 

HTTP requests
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● Captchas

● Security Questions

● Code Obfuscation

● Signature-Based AV

Source

Weak established mitigation 
measures become weaker

https://arstechnica.com/information-technology/2023/10/sob-story-about-dead-grandma-tricks-microsoft-ai-into-solving-captcha/


The user’s security is also challenged

● Phishing
○ Automated long-term phishing 
○ Large-scale spear phishing

● Deepfakes
● Other Social Engineering

20

Source

https://zellyn.com/2025/03/ai_security_nightmare/


AI for attackers means new challenges 
for the defenders

● new threats for users and systems
● additional effort needed in tackling 

automated attacks
● new countermeasures, new awareness 

required
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THE UGLY
Vulnerabilities in AI systems



Natural language for input/output
➡ hard to validate, easy to disguise attacks

The problems of securing GenAI applications
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Nondeterministic, black-box behaviour
➡ hard to understand, test or review
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LLM Security Vulnerabilities

Prompt Injection

● Manipulation of a system-integrated AI through 
crafting specific prompts

● Goal: perform unintended or forbidden actions

Data 
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Chatbots

RAG

Agents

Multi Agent 
Systems

The evolution of LLM threats

● Model poisoning
● Misaligned answers
● System prompt 

leakage

● Data poisoning
● Embedding attacks
● Broken access 

control

● Tool misuse
● Intent breaking
● Memory poisoning

● Agent Communi- 
cation Poisoning

● Rogue Agents
● Overwhelming HITL

Autonomy and permissions

Risks
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THE GOOD

Security 
with AI

THE BAD

Security 
against AI

THE UGLY

Security 
for AI



AI can be used to enhance 
and to impair software 
security

Software containing AI
requires special 
attention to secure it 

Proven methods and 
known skills remain relevant
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Thank you!

/clemens-huebner
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